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Ⅰ. Introduction

Recently, customer relationship management 

(CRM) has been one of the most popular sub-

jects in marketing research. Among many re-

search themes vis-a-vis CRM, customer classi-

fication is considered one of the important is-

sues. Customer classification means that a com-

pany classifies its customers into predefined 

groups with similar purchasing behavior pat-

terns. In general, many companies construct 

customer classification models to determine 

product feasibility. This kind of knowledge may 

create many crucial marketing opportunities, 

such as one-to-one marketing, direct mailing, 

and sales promotion using telephone or e-mail. 

For this reason, many companies such as Ford, 

Allstate, and 1-800-flowers.com analyze their 

customers’ profiles and purchasing behaviors 

and construct customer classification models 

based on the probability of customer purchase.

Traditionally, many statistical classification 

techniques, including multivariate discriminant 

analysis, Probit, and logistic regression, have 

used for the construction of customer classi-

fication models. Recently, support vector ma-

chines (SVMs) have become popular as a sol-

ution for classification problems because of 

their robustness and high classification perfor-

mance. SVMs, however, were originally devel-

oped for binary classification problems. As 

such, they may not solve accurately multiclass 

classification problems, such as bond rating 

and multiclass customer classification. Many 

researchers have tried to transform the binary 

SVM into a multiclass classifier. There have 

been several studies in this regard. One such 

study constructs and combines several binary 

classifiers. Another directly considers all data 

in one optimization formulation. However, 

these approaches had only focused on classify-

ing samples into nominal categories [Hsu and 

Lin, 2002a; Statnikov et al., 2005].

In this study, we use a novel multiclass SVM 

approach that can efficiently and effectively 

consider multiple classes with ordinal charac-

teristics, such as customer’s profitability levels. 

We employ the ordinal pairwise partitioning 

(OPP) approach for the proposed model. The 

OPP approach partitions a data set into sub da-

ta sets with reduced classes in an ordinal and 

pairwise manner according to output classes 

[Kwon et al., 1996]. The proposed model uti-

lizes additional hidden information, the order 

of the classes, for classification. Thus, it is pos-

sible to get more accurate prediction results 

with fewer classifiers than with conventional 

multiclass SVMs [Ahn and Kim, 2006].

This technique can be applied to any kinds 

of ordinal multiclass classification problems. 

Nonetheless, the prior studies that adopted it 

as a tool for ordinal multiple classification are 

very rare. Especially, most of the prior studies 

that used ordinal multiclass classification tech-

niques just have applied them to finance do-

mains like predicting bond rating or credit 

rating. Thus, in this study, we apply it to a real 

world classification case for customers’ profit-

ability level for the CRM purpose. In addition, 

we compare the results of the model to those 

of multiple discriminant analysis (MDA), case- 

based reasoning (CBR), artificial neural net-

works (ANN), and other multiclass SVM algo-

rithms.

The rest of this study is organized as fol-

lows. The next section reviews prior literatures 
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on conventional binary SVMs and multiclass 

SVMs. In section 3, our approach for multiclass 

SVMs is explained. Section 4 describes the re-

search data and the methodologies for the vali-

dation of our model. In Section 5, the experi-

mental results are summarized and discussed. 

The final section presents the conclusions and 

future research direction of the study.

Ⅱ. Prior Studies

2.1 Prior Studies on Customer 

Classification and Response 

Modeling

During the past decade, many studies on 

customer classification have been performed. 

Customer classification is interchangeably re-

ferred to as response modeling, which predicts 

the probability of customer response to mar-

keting promotion. Although, there is a slight 

difference between customer classification and 

response modeling, we consider prior studies 

on response modeling in our study. Traditio-

nally, statistical techniques have been emplo-

yed to perform response modeling. Malthouse 

[1999] implemented ridge regression and step-

wise regression to construct response models. 

He showed that the former is more stable than 

the latter. Colombo and Jiang [1999] suggested 

the Recency-Frequency-Monetary (RFM) Analy-

sis as a tool for response modeling. 

Recent research tends to use data mining te-

chniques such as decision tree, case-based rea-

soning (CBR), and artificial neural networks 

(ANNs) in this research area. ANNs have pop-

ularly been used in response modeling [Mou-

tinho et al., 1994; Bounds and Ross, 1997; 

Potharst et al., 2001]. In addition, Ha et al. [2005] 

proposed bagging neural network model, a 

variant of ANN, as a tool for response mode-

ling. However, some studies reported that 

ANNs do not outperform statistical techniques 

[Suh et al., 1999; Zahavi and Levin, 2000]. Deci-

sion tree has also been one of the most popular 

techniques for response modeling. Haughton 

and Oulabi [1997] applied classification and re-

gression tree (CART) and CHAID to response 

modeling. Ling and Li [1998] also proposed the 

Naïve Bayes model and C4.5 as response mod-

eling techniques.

Some researchers applied CBR to response 

modeling. Coenen et al. [2000] employed a com-

bined rule-induction and case-based reasoning 

model to predict prospects. They initially clas-

sified buyers and non-buyers through a C5 al-

gorithm and then integrated it with case-based 

reasoning to generate final results. Chiu [2002] 

used hybrid CBR and the genetic algorithms 

(GAs) model to predict customers’ response. 

He used GA to search the best set of weighting 

values in CBR. He reported that his model could 

outperform the regression-based CBR in classi-

fication performance. In addition, Ahn et al. 

[2006] proposed the simultaneous optimization 

model for CBR using GA to classify customer 

profitability level. They used GA as an opti-

mization tool for instance selection and feature 

weighting in CBR and compared it with Logit, 

MDA, ANN, and binary SVM. They proposed 

that the simultaneous model could perform 

better than other comparative models in ad-

dressing customer classification problems. Ahn 

et al. [2007] also employed GA to reduce two 

dimensions of customer database for customer 

classification models.
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More recently, SVM has been applied to a 

wide variety of application domains, including 

customer classification and response modeling. 

Viaene et al. [2001] proposed the least squares 

SVM (LS-SVM) to predict purchase incidence. 

They extended beyond the standard RFM mo-

deling semantics by including alternative oper-

ationalizations of the RFM variables and by 

adding several non-RFM variables. They re-

ported that the elimination of redundant or ir-

relevant input variables allowed for a sig-

nificant reduction in model complexity. Shin 

and Cho [2006] presented a way to alleviate 

problems with large training data using a nov-

el informative sampling and provided guide-

lines for limitations with class imbalance and 

scoring from binary SVM output for response 

modeling. Lee and Cho [2007] proposed to use 

novelty detection approaches to alleviate class 

imbalance problems in response modeling. They 

used one-class SVM and learning vector quan-

tization for novelty detection and compared 

them with binary classifiers for catalogue mail-

ing data. They showed that SVM with modi-

fied misclassification costs perform best when 

response rates are relatively high. In addition, 

Kim et al. [2008] employed support vector re-

gression to estimate the purchase amounts of 

respondents. They also used ε-tube based sam-

pling to support vector regression that led to 

better accuracy than a random sampling me-

thod did.

Although above mentioned prior studies pro-

posed various methods to predict prospects, 

most of them did not consider the problems 

associated with multiclass classification in cus-

tomer profitability level. In addition, there were 

many studies on multiclass classification for 

corporate bond rating, but few for customer 

classification problems. Thus, there has been a 

growing research interest vis-a-vis multiclass 

customer classification problems.

2.2 Conventional Support Vector 

Machines

Conventional binary SVM uses a linear mod-

el to implement nonlinear class boundaries 

through certain nonlinear transformation of in-

put space into high-dimensional feature space. 

A linear model constructed in a new high-di-

mensional feature space can represent a non-

linear decision boundary from the original space. 

An optimal separating hyperplane is construc-

ted in a new feature space [Vapnik, 1995].

For this reason, SVM is considered an algo-

rithm that finds a special kind of linear model, 

the maximum margin hyperplane. It allows the 

maximum separation between decision classes. 

The training data that are closest to the max-

imum margin hyperplane are called support 

vectors.

As mentioned above, SVM constructs a line-

ar model to implement nonlinear class bounda-

ries through the transformation of inputs into 

high-dimensional feature space. The kernel fun-

ction does this work. There are different ker-

nels for generating inner products to build ma-

chines with different types of nonlinear decision 

surfaces in the input feature space. Some ex-

amples of such kernel functions include the 

following: the linear kernel,    ; the 

polynomial kernel,    , where 

 is the degree of the polynomial kernel; and 

the Gaussian radial basis function (RBF),   

  , where  is the band-
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<Table 1> Multiclass SVM Techniques Proposed in Literature

Approach Proposed Technique

No. of classifiers to be 

constructed (Assumed k 

classes problem)

Reference

Constructing Several Binary 

Classifiers and Combining Them

One-Against-All  Kreβel [1999]

One-Against-One  Friedman [1996]

Considering All the Data at Once Weston and Watkins 1
Weston and 

Watkins [1999]

width of the function. The best model can be 

selected by choosing among different kernels 

the model that minimizes the estimate [Tay 

and Cao, 2001].

2.3 Multiclass Support Vector 

Machines

As mentioned above, SVMs were originally 

developed for binary classification problems. 

Thus, there has been a need to effectively trans-

form SVMs so as to enable them to accom-

modate multiclass classification problems. Many 

prior studies have proposed several variants of 

the original SVM for implementing multiclass 

classification problems. To-date, there have been 

two types of approaches for extending SVMs 

to multiclass problems. One has been to de-

compose multiclass problems into several bina-

ry sub-problems, then solving each problem at 

once and compositing them. That is, multiclass 

SVMs can be implemented by building and 

combining several binary SVM classifiers. Se-

cond has been to consider all data at once in 

a single optimization formulation. A modificat-

ion of the typical algorithm of SVM is required 

in this case. There are different techniques for 

each approach, and <Table 1> presents an 

overview of these techniques [Lorena and de 

Carvalho, 2008; Wu et al., 2008].

The first approach, Constructing Several Bi-

nary Classifiers and Combining Them, is divided 

into two sub-approaches. The first sub-appro-

ach, One-Against-All, is the simplest multiclass 

classification method. It first constructs k con-

ventional binary SVM classifiers for k-class 

classification, such as “class 1 versus all other 

classes,” “class 2 versus all other classes,” and 

“class k versus all other classes” [Kreβel, 1999]. 

Then, it combines the results of k classifiers. 

For the case of “class 1 versus all other cla-

sses,” the combined One-Against-All decision 

function selects the class of a sample that cor-

responds to the maximum value of k binary 

classification functions specified by the furthest 

“class 1” hyperplane. The hyperplanes calcu-

lated by k SVMs shift by doing so [Statnikov 

et al., 2005].

The second sub-approach, One-Against-One, 

constructs binary SVM classifiers for all pairs 

of classes. Finally, there are  


 pairs. 

This means that for each pair of classes, a bina-

ry SVM classifier is constructed by solving the 

underlying optimization problem for maximi-

zing the margin between the two classes in the 

pair. This approach follows the so-called Max 

Wins strategy. Thus, the decision function as-
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<Figure 1> Graphic Example of Three Approaches for Multiclass Support Vector Machines

signs a sample to a class that has the largest 

number of votes. When a tie occurs, a sample 

will be assigned a label that is based on the 

classification that is yielded by the furthest hy-

perplane [Friedman, 1996; Kreβel, 1999; Statni-

kov et al., 2005].

The second approach is Considering All Data 

At Once. There are several methods proposed 

by researchers; we use the method by Weston 

and Watkins in this study [Weston and Wat-

kins, 1999]. This approach can be recognized as 

a simple extension of the binary SVM classi-

fication problem. If there is a k-class case, we 

solve single quadratic optimization problem of 

size (k-l)n, which is identical to a binary SVM 

for the case of k=2 in this approach [Hsu and 

Lin, 2002a; Hsu and Lin, 2002b; Platt, 1999].

<Figure 1> shows the differences among 

these three approaches in a four-class classi-

fication problem.

2.4 Ordinal Multiclass SVMs

As indicated in the previous section, there 

have been several approaches to transform bi-

nary SVMs into multiclass SVMs. All of these 

methods, however, have had a common limi-

tation: all of them were developed for the mul-

ticlass classification problems where decision 

classes are nominal. Therefore, they may not 

appropriately address certain multiclass classi-

fication problems where decision classes are 

ordinal (i.e., decision classes have orders).

In this study, we employ an ordinal multi-

class SVM model that uses the ordinal pairwise 

partitioning (OPP) approach as a tool for ex-

tending the conventional multiclass SVM mod-

els in order to address ordinal classes properly. 
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The OPP approach partitions a data set into 

groups of sub-data sets with reduced classes in 

an ordinal and pairwise manner in accordance 

with output classes [Kwon et al., 1996]. The or-

dinal multiclass SVM model was first propo-

sed by Ahn and Kim[2006], and we will apply 

the model to our customer classification problem.

The processes of the ordinal multiclass SVMs 

are as follows: there are two partitioning and 

chaining methods. The partitioning methods 

consist of the One-Against-The Next and One- 

Against-Followers methods. The first partition-

ing method, One-Against-The-Next, is the (N-1) 

vs. N style, where, for example, N is 2, 3, 4 in 

the case of 4-class classification problem. It is 

similar to One-Against-One in conventional 

multi-class SVMs, but more efficient. 

The One-Against-The-Next method only ne-

eds k-1 binary classifiers, where k is the total 

number of classes because it considers the or-

der of decision classes. On the other hand, the 

One-Against-One method requires binary clas-

sifiers for each pair of classes. For example, for 

a classification problem with four decision cla-

sses, the One-Against-One method needs six bi-

nary classifiers (i.e. pairs of (1 class vs. 2 class), 

(1 vs. 3), (1 vs. 4), (2 vs. 3), (2 vs. 4), (3 vs. 4)). 

On the other hand, the One-Against- The Next 

method only requires three binary classifiers: 

(1 class vs. 2 class), (2 vs. 3), and (3 vs. 4). 

The second partitioning method is the (N) 

vs. (remaining classes) style, which we call the 

“One-Against-Followers approach.” This is si-

milar to One-Against-All of conventional mul-

ticlass SVMs, but more efficient than One-Aga-

inst-All. Although One-Against-All constructs 

k binary classifiers, One-Against-Followers bui-

lds only k-1 binary classifiers when there are 

k decision classes. For example, for a classi-

fication problem with four decision classes, the 

One-Against-All method needs four binary 

classifiers, i.e., pairs of (1 class vs. 2&3&4 class), 

(2 vs. 1&3&4), (3 vs. 1&2&4), and (4 vs. 1&2&3). 

However, the One-Against-Followers method 

only requires three binary classifiers: (1 class 

vs. 2&3&4 class), (2 vs. 3&4), and (3 vs. 4).

As we can see from the above, any kind of 

ordinal SVMs requires just k-1 binary classi-

fiers to classify data into k classes, while other 

conventional SVMs require from k to k(k-1)/2 

models.

In addition, there are forward and backward 

methods regarding methods of fusion. The for-

mer determines the highest level of classes first 

and the lowest level classes last, and the latter 

is the opposite.

Finally, we can combine two partitioning 

methods and two fusing methods and then ob-

tain four combined methods: ”One-Against- 

The-Next + Forward method,” “One-Against- 

The-Next + Backward method,” “One-Against- 

Followers + Forward method,” and “One-Agai-

nst-Followers + Backward method.”

In our customer classification problem, we 

have four profitability classes (i.e., 1～4 class). 

For the One-Against-The-Next approach, using 

forward and backward computation, the data 

set is partitioned in advance. When using the 

forward method, we pair them to make three 

separate data sets: (1 vs. 2), (2 vs. 3), and (3 

vs. 4). This is ”One-Against-The-Next + Forward 

approach.” When using the backward method, 

we pair them three data sets: (4 vs. 3), (3 vs. 

2), and (2 vs. 1). This is ”One-Against-The-Next 

+ Backward approach.” In the One-Against- 

Followers approach, when using the forward 
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(a) One-Against-The-Next + Forward approach

(b) One-Against-The-Next + Backward approach

(c) One-Against-Followers + Forward approach

(d) One-Against-Followers + Backward approach

<Figure 2> Differences Among Four Types of the Ordinal Multiclass SVMs: Graphical Presentation

method, the data set is partitioned into pairs, 

such as pair of (1 vs. 2&3&4), a pair of (2 vs. 

3&4), and a pair of (3 vs. 4). This is ”One-Agai-

nst-Followers + Forward approach.” When us-

ing the backward method, the data set is parti-

tioned to make a pair of (4 vs. 3&2&1), a pair 

of (3 vs. 2&1), and a pair of (2 vs. 1). This is 

”One-Against-Followers + Backward approach.” 

<Figure 2> shows the differences among the 

ordinal multiclass SVM models.
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<Table 2> Selected Independent Variables and Their Descriptions

Variable name Description

BP1

BP2

BP3

BP4

HS1

HS4

HS6

BillProgValid

CallLenDay

CallLenIntern

AvgCallLenDom

TotCallLen

PercentDay

PercentIntern

Type of billing program is ”A”

Type of billing program is ”B”

Type of billing program is ”C”

Type of billing program is ”D”

The maker of the user’s cell phone is ”X” company.

The maker of the user’s cell phone is ”Y” company.

The maker of the user’s cell phone is ”Z” company.

Total charge is higher than basic charge.

The length of total calls during the day time

The length of international calls

The average length of domestic calls

Total length of calls

The portion of domestic calls during the day time

The portion of international calls relative to domestic calls

 Ⅲ. Experimental Design and 
Results

3.1 Research Data

In order to validate our model, we applied 

the proposed model to a real world customer 

level classification data from a telecommuni-

cation service provider in Korea. Recently, the 

Korean government’s policy of Mobile Num-

ber Portability (MNP) in the mobile communi-

cation industry has provoked severe competi-

tion among the service providers. As a result, 

many customers have changed their mobile 

service providers, and the mobile service pro-

viders have much interest in finding valuable 

customers among these incoming customers. 

Thus, it becomes very important for mobile 

service providers to build an effective custom-

er classification model that can predict an in-

coming customers’ expected value (i.e. his or 

her expected customer level) by using several 

demographic data and the short-term usage 

data. Our target company also has interests in 

building the customer classification model that 

classifies its existing customers or prospects in-

to several levels according to their profitability.

The research data included 4,000 cases that 

consisted of various input variables on custom-

ers’ demographic information and call details. 

Data also consisted of 38 independent varia-

bles and a dependent variable that represents 

the level of customer profitability. The com-

pany has classified their customers into 4 lev-

els according to their profitability: VIP, gold, 

silver, and bronze. We used this as the depen-

dent variable for our study. Among the initial 

variables, we chose 31 independent variables 

that affected the dependent variable with stat-

istical significance at the 95% level by applying 

the independent samples t-test and chi-square 

test. Finally, we chose only 14 independent 

variables that had proven to be most influen-

tial to the customer profitability level. We did 

this by using the stepwise selection procedure 

with Wilk’s λ in multivariate discriminant 



Customer Level Classification Model Using Ordinal Multiclass Support Vector Machines

32  Asia Pacific Journal of Information Systems Vol. 20, No. 2

<Table 3> The Number of Each Data Set

Data set Profitability level of the customers The number of data Proportions

Train

VIP

Gold

Silver

Bronze

600

600

600

600

15%

15%

15%

15%

Test

VIP

Gold

Silver

Bronze

200

200

200

200

5%

5%

5%

5%

Hold-out

VIP

Gold

Silver

Bronze

200

200

200

200

5%

5%

5%

5%

Total 4,000 100%

analysis. The F value for stepwise entry was 

set at 3.84 and that for stepwise removal was 

set at 2.71. <Table 2> describes the selected in-

dependent variables.

To test the generalization of the proposed 

model, we divided the data into the three 

groups: training, test, and hold-out data sets. 

<Table 3> shows the number and proportion 

of samples in each data set.

3.2 Experimental Design

In this section, we examine our ordinal mul-

ticlass SVM model and compare it with multi-

variate discriminant analysis (MDA), case- 

based reasoning (CBR), artificial neural network 

(ANN), and other conventional multiclass SVM 

models to validate our model’s performance.

ANN is designed as a three-layer network 

whose learning rate and momentum rate are 

0.1. The hidden and output nodes use the sig-

moid transfer function. We applied ANN mod-

els by varying the number of their hidden no-

des from 7 to 28. Among the results, we chose 

the model whose number of hidden nodes is 

21 since its performance was the best. This 

study allows 150 learning epochs for ANN. For 

ANN models, we applied Ward System Group’s 

Neuroshell 4.0.

For the case of SVM-based models, the linear 

function, the polynomial function, and the Ga-

ussian radial basis function were used as the 

kernel functions of SVM. Tay and Cao [2001] 

suggested that the upper bound C and kernel 

parameters play an important role in the per-

formance of SVMs [Kim, 2003]. Improper se-

lection of these two parameters can cause the 

overfitting or the underfitting problems. Since 

there is few general guidance to determine the 

parameters of SVM, this study varies the pa-

rameters to select the optimal values for the 

best prediction performance. For the case of ra-

dial basis function, Tay and Cao [2001] sug-

gested that an appropriate range for σ2
, the 

bandwidth of the radial basis function, is be-

tween 1 and 100, and for C, is between 10 and 

100 in their applications. Therefore, we had set 

the values with σ2
 as 1, 25, 50, 75, and 100 and 
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<Table 4> Classification Accuracies of the Ordinal Multiclass SVMs and Comparative Algorithms

Model Train set Test set Hold-out set Condition

MDA 85.81% 87.38% Stepwise selection

ANN 98.04% 97.50% 96.75%
# of hidden 

nodes = 21

CBR N/A 91.88% k = 1

Conventional

Multiclass 

SVM

Weston and Watkins 98.59% 97.00% RBF
*, C = 100, σ2 = 1

One-Against-One 98.69% 97.25% RBF, C = 100, σ2 = 1

One-Against-All 98.47% 97.13% RBF, C = 100, σ2 = 1

Ordinal

Multiclass

SVM

One-Against-The-Next + Forward 98.69% 97.25% RBF, C = 100, σ2 = 1

One-Against-The-Next + Backward 98.69% 97.25% RBF, C = 100, σ2 = 1

One-Against-Followers + Forward 98.69% 97.25% RBF, C = 100, σ2 = 1

One-Against-Followers + Backward 98.69% 97.25% RBF, C = 100, σ2 = 1

Note) * Radial Basis Function.

with C, 10, 33, 55, 78, and 100. For the case of 

polynomial function and linear function, there 

is no general guideline. Thus, we had set the 

values of C as 10, 33, 55, 78, and 100, which 

are equal to the case of RBF. In case of , the 

degree of the polynomial function, we took a 

range from 1～5.

This study used LIBSVM software system 

for binary classification and BSVM for multi-

class classification [Chang and Lin, 2001; Hsu 

and Lin, 2006]. In addition, we developed a 

post-processing software that combines the re-

sults generated from multiple binary SVMs for 

the implementation of One-Against-All, One- 

Against-One, One-Against-The-Next, and One- 

Against-Followers.

For the case of MDA, we used SPSS 16.0. In 

addition, we employed our own software, wri-

tten in Microsoft Visual Basic for Applications 

for Excel 2003, to implement CBR. The number 

of the nearest neighbor for CBR was fixed at 

one.

3.3 Experimental Results

We generated the hit ratios of each model, 

including the ordinal multiclass SVMs, the con-

ventional multiclass SVMs, MDA, ANN, and 

CBR, to compare the performance of each 

algorithm. The hit-ratio means the ratio of the 

corrected cases over all the cases. The ratio is 

represented as follows:

  
 




 ; CAi = 1 if POi = AOi, CAi = 

0 otherwise, where CR is the rate of classi-

fication accuracy for the current test-set, CAi is 

a code for hit or non-hit of the ith case of the 

test-set denoted by either 1 or 0 (“correct” = 

1, “incorrect” = 0), POi is the predicted out-

come for the ith case, and AOi is the actual out-

come for the ith case. The hit ratios of the ordi-

nal multiclass SVMs and the comparative mod-

els are summarized in <Table 4>.

<Table 4> presents the predictive perform-

ances of the models evaluated. The ordinal 
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multiclass SVMs were the best among the com-

parative models. In addition, we found that 

they outperformed MDA, CBR, and ANN, as 

well as the conventional multiclass SVMs with 

Weston and Watkins and One-Against-ALL. 

The conventional multiclass SVM with One- 

Against-One, however, produced the same pre-

diction performance as the ordinal multiclass 

SVMs. In addition, we could not find differ-

ences among several ordinal multiclass SVMs 

in prediction performance. Moreover, we could 

not find significant statistical differences among 

the ordinal multiclass SVM and other com-

parative models except ANN and CBR.

<Table 5> Classification Results for Hold-out 

Samples of CBR and Ordinal Mult-

iclass SVMs

(a) CBR (k = 1)

Actual Levels

VIP Gold Silver Bronze

Predicted

Levels

VIP 189 9

Gold 11 186 9

Silver 5 175 15

Bronze 16 185

(b) 4 Types of Ordinal Multiclass SVMs

Actual Levels

VIP Gold Silver Bronze

Predicted

Levels

VIP 200 2

Gold 197 4

Silver 1 185 4

Bronze 11 196

Other than classification accuracy, we may 

also use misclassification error for each class as 

a criterion for evaluating the effectiveness of 

the proposed model. Especially, it is less crit-

ical in our case to classify low level customers 

into the high because they would not churn in 

this case. However, the opposite case is seri-

ous. In this case, the company may lose their 

profitable customers because of handling them 

as unprofitable ones. <Table 5> shows the clas-

sification results of CBR and the proposed 

model. In <Table 5>, the frequencies of the 

lower triangular area (gray area) represent the 

important cases for the company, which classi-

fy high-level customers into the low. The total 

number of these critically misclassified cases 

for each model is 32 (4%) and 12 (1.5%), re-

spectively. Moreover, our proposed model pre-

dicted VIP customers with 100% accuracy. Thus, 

it may be another evidence that supports the 

value of our proposed model.

Ⅳ. Conclusions

In this study, we apply a novel multiclass 

SVM algorithm, the ordinal multiclass SVM, to 

a real life multiclass customer classification 

case. The experimental results show that the 

ordinal multiclass SVM may perform better 

than other traditional multiclass classification 

algorithms, including MDA, CBR, ANN, and 

most other conventional (nominal) multiclass 

SVM algorithms, such as the method by Wes-

ton and Watkins and One-Against-ALL from the 

perspective of classification performance. Mo-

reover, our study shows that the ordinal multi-

class SVMs may improve prediction results 

with fewer classifiers. Although One-Against- 

One, which is one of the nominal multiclass 

SVMs, produced the same prediction perform-

ance as the ordinal multiclass SVMs, the effi-

ciency of the model might be low, because 

One-Against-One used more classifiers than 

the ordinal multiclass SVMs. We also found 
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that the hit ratios of several ordinal multiclass 

SVMs were the same in this case. Thus, we can 

conclude that the ordinal multiclass SVMs may 

improve classification performance with fewer 

binary classifiers than the traditional classi-

fication algorithms and the conventional (no-

minal) multiclass SVMs vis-a-vis ordinal multi-

class classification problems. We believe that 

there may be significant difference among the 

hit ratios of ordinal multiclass SVMs and other 

conventional multiclass models if more data 

are provided.

Although we compared multiple classifiers 

for the purpose of validating our proposed mo-

del, we have not tested certain multiclass clas-

sifiers, including multinomial logistic regre-

ssion and DAGSVM (the directed acyclic graph 

SVM), which has been one of the most popular 

multiclass SVMs. In addition, in order to vali-

date and prove the usefulness of the ordinal 

multiclass SVMs, there may be a need to apply 

our proposed model to other domains. These 

remain the subjects to be investigated in future 

research.

<References>

[1] Ahn, H.C. and Kim, K.-J., "Multiclass SVM 

model with order information," Internatio-

nal Journal of Fuzzy Logic and Intelligent Sys-

tems, Vol. 6, No. 4, 2006, pp. 331-334.

[2] Ahn, H.C., Kim, K.-J., and Han, I., "Hybrid 

genetic algorithms and case-based reason-

ing systems for customer classification," 

Expert Systems, Vol. 23, No. 3, 2006, pp. 

127-144.

[3] Ahn, H.C., Kim, K.-J., and Han, I., "A case- 

based reasoning system with the two-di-

mensional reduction technique for custo-

mer classification," Expert Systems with Ap-

plications, Vol. 32, 2007, pp. 1011-1019.

[4] Bounds, D. and Ross, D., "Forecasting cus-

tomer response with neural networks," 

Handbook of neural computation, 1997, pp. 

1-7.

[5] Chang, C.-C. and Lin, C.-J., "LIBSVM : a 

library for support vector machines," Soft-

ware available at http://www.csie.ntu.e-

du.tw/~cjlin/libsvm/, 2001.

[6] Coenen, F., Swinnen, G., Vanhoof, K. and 

Wets, G., "The improvement of response 

modeling: combining rule-induction and 

case-based reasoning," Expert Systems with 

Applications, Vol. 18, 2000, pp. 307-313.

[7] Friedman, J., "Another approach to poly-

chromous classification," Technical Report, 

Stanford Univ., 1996.

[8] Hsu, C-W. and Lin, C.-J., "A comparison 

of methods for multiclass support vector 

machines," IEEE Transactions on Neural Net-

works, Vol. 13, No. 2, 2002a, pp. 415-425.

[9] Hsu, C-W. and Lin, C.-J., "A simple de-

composition method for support vector 

machines," Machine Learning, Vol. 46, 2002b, 

pp. 291-314.

[10] Hsu, C-W. and Lin, C.-J., "BSVM : a SVM 

library for the solution of large classificati-

on and regression problems," Software av-

ailable at http://www.csie.ntu.edu.tw/~cj 

lin/bsvm/, 2006.

[11] Kim, D., Lee, H. and Cho, S., "Response 

modeling with support vector regression," 

Expert Systems with Applications, Vol. 34, 



Customer Level Classification Model Using Ordinal Multiclass Support Vector Machines

36  Asia Pacific Journal of Information Systems Vol. 20, No. 2

2008, pp. 1102-1108.

[12] Kim, K., "Financial time series forecasting 

using support vector machines," Neurocom-

puting, Vol. 55, No. 1/2, 2003, pp. 307-319.

[13] Kreβel, U., "Pairwise classification and 

support vector machines," In Schölkopf, 

B., Burges, C. and Smola, A.J.: Advances in 

Kernel Methods: Support Vector Learning, 

Chapter 15. MIT Press. Cambridge, MA, 

1999, pp. 255-268.

[14] Kwon, Y.S., Han, I. and Lee, K.C., "Ordi-

nal pairwise partitioning (OPP) approach 

to neural networks training in bond rat-

ing," Intelligent Systems in Accounting, Fina-

nce and Management, Vol. 6, 1997, pp. 23-40.

[15] Lee, H. and Cho, S., "Focusing on non-re-

spondents: Response modeling with nov-

elty detectors," Expert Systems with Applica-

tions, Vol. 33, 2007, pp. 522-530.

[16] Lorena, A.C. and de Carvalho, A.C.P.L.F., 

"Investigation of strategies for the gen-

eration of multiclass support vector ma-

chines," In Nguyen, N.T., Katarzyniak, R.: 

New Challenges in Applied Intelligence Te-

chniques, Springer-Verlag, Berlin, Germany, 

2008, pp. 319-328

[17] Moutinho, L., Curry, B., Davies, F., and 

Rita, P., Neural Network in Marketing, Rou-

tledge, New York, 1994.

[18] Platt, J., "Fast training of support vector 

machines using sequential minimal opti-

mization," In Schölkopf, B., Burges, C. and 

Smola, A. (ed.), Advances in Kernel Methods- 

Support Vector Learning, MIT Press, Cam-

bridge, MA, USA, 1999.

[19] Potharst, R., Kaymak, U., and Pijls W., 

"Neural networks for target selection in 

direct marketing," Erasmus University Rot-

terdam in its series Discussion Paper with 

number 77, http://ideas.repec.org/s/dgr/ 

eureri.html, 2001.

[20] Shin, H.J. and Cho, S., "Response model-

ing with support vector machines," Expert 

Systems with Applications, Vol. 30, 2006, pp. 

746-760.

[21] Statnikov, A., Aliferis, C.F., Tsamardinos, 

I., Hardin, D., and Levy, S., "A dompre-

hensive evaluation of multicategory classi-

fication methods for Mmicroarray gene 

expression cancer diagnosis," Bioinformat-

ics, Vol. 21, No. 5, 2005, pp. 631-543.

[22] Suh, E.H., Noh, K.C., and Suh, C.K., "Cu-

stomer list segmentation using the com-

bined response model," Expert Systems with 

Applications, Vol. 17, No. 2, 1999, pp. 89-97.

[23] Tay, F.E.H. and Cao, L.J., "Application of 

support vector machines in financial time 

series forecasting," Omega, Vol. 29, 2001, 

pp. 309-317.

[24] Vapnik, V., The Nature of Statistical Lear-

ning Theory, New York, NY: Springer-Ver-

lag, 1995.

[25] Viaene, S., Baesens, B., Van Gestel, T., 

Suykens, J.A.K., Van den Poel, D., Vathie-

nen, J., De Moor, B., and Dedene, G., 

"Knowledge discovery in a direct market-

ing case using least squares support vec-

tor machines," International Journal of Intel-

ligent Systems, Vol. 16, 2001, pp. 1023-1036.

[26] Weston, J. and Watkins, C., "Support vec-

tor machines for multiclass pattern recog-

nition," Proceedings of the Seventh European 

Symposium on Artificial Neural Networks, 

1999, pp. 219-224.

[27] Wu, Y.-C., Lee, Y.-S. and Yang, J.-C., "Ro-

bust and efficient multiclass SVM models 

for phrase pattern recognition," Pattern Re-

cognition, Vol. 41, No. 9, 2008, pp. 2874-2889.



Customer Level Classification Model Using Ordinal Multiclass Support Vector Machines

Vol. 20, No. 2 Asia Pacific Journal of Information Systems  37

◆ About the Authors ◆

Kyoung-jae Kim

Dr. Kyoung-jae Kim is an associate professor of Dept. of MIS at 

Dongguk University. He received his Ph.D. from KAIST. He has pub-

lished in Annals of Operations Research, Applied Intelligence, Applied 

Soft Computing, Asia Pacific Journal of Information Systems, Compu-

ters in Human Behavior, Expert Systems, Expert Systems with Appli-

cations, Intelligent Data Analysis, Intelligent Systems in Accounting, 

Finance and Management, Neural Computing and Applications, Neuro-

computing, and other journals. His research interests include data min-

ing, knowledge management and intelligent agents.

Hyunchul Ahn

Dr. Hyunchul Ahn is a full-time lecturer of the School of Management 

Information Systems at Kookmin University in South Korea. His re-

search interest is business applications of artificial intelligence. Dr. Ahn 

has published more than 30 research papers in refereed journals such 

as Annals of OR, Applied Soft Computing, Expert Systems and Expert 

Systems with Applications.


	Abstract
	Ⅰ. Introduction
	Ⅱ. Prior Studies
	2.1 Prior Studies on Customer Classification and Response Modeling
	2.2 Conventional Support Vector Machines
	2.3 Multiclass Support Vector Machines
	2.4 Ordinal Multiclass SVMs

	Ⅲ. Experimental Design and Results
	3.1 Research Data
	3.2 Experimental Design
	3.3 Experimental Results

	Ⅳ. Conclusions
	<References>


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


